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Then $k_{L}=(G \otimes G) k$ yields suitable Kriging means.

## GPR for the wave equation

Use explicit formulas for solving $\left(\partial_{t t}^{2}-c^{2} \Delta\right) u=\square u=0 \ldots$

Build a kernel $k$ s.t. $\square k(\cdot,(x, t))=0 \forall(x, t)$.

Direct numerical simulation

$K<\triangleleft \square \gg 1 \rightarrow++$

Reconstruction with GPR
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\end{equation*}
$$

Contrarily to previous examples, $F_{t}$ and $\dot{F}_{t}$ are "singular" :

$$
\begin{equation*}
F_{t}=\frac{\sigma_{c t}}{4 \pi c^{2} t}(\text { singular measure }) \text { and } \dot{F}_{t}=\partial_{t} F_{t} \tag{5}
\end{equation*}
$$

In some cases (e.g. $u_{0}$ and/or $v_{0}$ only $C^{1}$ ), $u$ is well defined but not of class $C^{2}$ !
$\longrightarrow$ Link between $L, k_{L}$ and underlying GP $U$ not obvious anymore.
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A function $u$ is a solution to the PDE $L u=0$ in the distributional sense if
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\begin{equation*}
\forall \varphi \in C_{0}^{\infty}(\mathcal{D}), \int_{\mathcal{D}} u(x) L^{*} \varphi(x) d x=0 \tag{8}
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The standard hypothesis for (8) to make sense is $u \in L_{\text {loc }}^{1}(\mathcal{D})$ :

$$
\int_{K}|u|<+\infty \quad \text { for all compact set } \quad K \subset \mathcal{D}
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## Imposing distributional diff. constraints on sample paths

Can we have something like

$$
\begin{gathered}
\mathbb{P}(L(U)=0 \text { in the sense of distribs })=1 \\
\forall z \in \mathcal{D}, \quad L(k(\cdot, z))=0 \text { in the sense of distribs }
\end{gathered}
$$

Answer: yes.

## Random fields under distributional diff. constraints

## Proposition 1 (H. et al. [2022])

Let $\mathcal{D} \subset \mathbb{R}^{d}$ be an open set and let $L=\sum_{|k| \leq n} a_{k}(x) \partial^{k}$ be a linear differential operator with coefficients $a_{k}(x) \in \mathcal{C}^{|k|}(\mathcal{D})$. Let $U=(U(x))_{x \in \mathcal{D}}$ be a measurable centered second order random field with covariance kernel $k\left(x, x^{\prime}\right)$. Suppose that its standard deviation function $\sigma: x \longmapsto \sqrt{k(x, x)}$ lies in $L_{\text {loc }}^{1}(\mathcal{D})$.

1) Then on a set of probability 1 , the trajectories of $U$ lie in $L_{\text {loc }}^{1}(\mathcal{D})$ as well as the functions $k(\cdot, x)$ for all $x \in \mathcal{D}$.
2) The following statements are equivalent:

- $\mathbb{P}(L(U)=0$ in the sense of distributions) $=1$
- $\forall x \in \mathcal{D}, L\left(k_{x}\right)=0$ in the sense of distributions.
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1) Then on a set of probability 1 , the trajectories of $U$ lie in $L_{\text {loc }}^{1}(\mathcal{D})$ as well as the functions $k(\cdot, x)$ for all $x \in \mathcal{D}$.
2) The following statements are equivalent:

- $\mathbb{P}(L(U)=0$ in the sense of distributions $)=1$
- $\forall x \in \mathcal{D}, L\left(k_{x}\right)=0$ in the sense of distributions.

Extends results from Ginsbourger et al. [2016]. to linear distributional diff. constraints. Application to GPR : this property is inherited to conditioned GPs and the Kriging means.
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\begin{equation*}
u(x, t)=\left(F_{t} * v_{0}\right)(x)+\left(\dot{F}_{t} * u_{0}\right)(x) \quad \forall(x, t) \in \mathbb{R}^{3} \times \mathbb{R}^{+} \tag{10}
\end{equation*}
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with

$$
\begin{equation*}
F_{t}=\frac{\sigma_{c t}}{4 \pi c^{2} t} \quad \text { and } \quad \dot{F}_{t}=\partial_{t} F_{t} \tag{11}
\end{equation*}
$$
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$\longrightarrow \dot{F}_{t}=\partial_{t} F_{t}$ means that
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& =\frac{1}{4 \pi} \int_{S(0,1)} f(c t \gamma) d \Omega+\frac{c}{4 \pi} \int_{S(0,1)} \nabla f(c t \gamma) \cdot \gamma d \Omega
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Suppose that $u_{0}$ and $v_{0}$ are unknown.
$\longrightarrow$ model them as random functions.
Let $\left(U_{0}(x)\right)_{x \in \mathbb{R}^{3}} \sim G P\left(0, k_{u}\right)$ and $\left(V_{0}(x)\right)_{x \in \mathbb{R}^{3}} \sim G P\left(0, k_{v}\right)$ be two independent GPs.

Model $u_{0}$ and $v_{0}$ as sample paths drawn from $U_{0}$ and $V_{0}$ respectively: $\exists \omega \in \Omega, u_{0}(\cdot)=U_{0}(\cdot)(\omega)$ and $v_{0}(\cdot)=V_{0}(\cdot)(\omega)$.

For fixed $(x, t)$, define the random variables $V(x, t), U(x, t)$ and $W(x, t)$ by

$$
\begin{align*}
V(x, t) & : \omega \longmapsto\left(F_{t} * V_{0}(\cdot)(\omega)\right)(x)  \tag{12}\\
U(x, t) & : \omega \longmapsto\left(\dot{F}_{t} * U_{0}(\cdot)(\omega)\right)(x)  \tag{13}\\
W(x, t) & :=V(x, t)+U(x, t) \tag{14}
\end{align*}
$$

## GP modelling for the 3D wave equation

## Proposition 2

Note $\mathcal{D}=\mathbb{R}^{3} \times \mathbb{R}$. Define the functions

$$
\begin{array}{ll}
\forall z, z^{\prime} \in \mathcal{D}, & k_{v}^{\text {wave }}\left(z, z^{\prime}\right)=\left[\left(F_{t} \otimes F_{t^{\prime}}\right) * k_{v}\right]\left(x, x^{\prime}\right) \\
& k_{u}^{\text {wave }}\left(z, z^{\prime}\right)=\left[\left(\dot{F}_{t} \otimes \dot{F}_{t^{\prime}}\right) * k_{u}\right]\left(x, x^{\prime}\right) \tag{16}
\end{array}
$$

1) Then $(U(z))_{z \in \mathcal{D}},(V(z))_{z \in \mathcal{D}}$ and $(W(z))_{z \in \mathcal{D}}$ are centered GPs.
2) The covariance kernels of $(U(z))_{z \in \mathcal{D}},(V(z))_{z \in \mathcal{D}}$ and $(W(z))_{z \in \mathcal{D}}$ are given by $k_{u}^{\text {wave }}, k_{v}^{\text {wave }}$ and $k_{u}^{\text {wave }}+k_{v}^{\text {wave }}$ respectively.

Sketch of proof : bilinearity of the covariance + technical details...
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## Solving inverse problems

For all $z \in \mathcal{D}, \quad \square k_{u}^{\text {wave }}(\cdot, z)=\square k_{v}^{\text {wave }}(\cdot, z)=0$ !
Proposition $1 \Longrightarrow$ any random field with either of the covariance kernels above has its sample paths solutions to the wave equation.

Objective now : perform GPR with either of these covariance kernels.
$\rightarrow$ Parameter estimation (marginal likelihood)
$\rightarrow$ function prediction/reconstruction (Kriging mean/covariance)

## Localization of point sources
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$\left(x_{0}, R, c\right)$ are hyperparameters of $k_{V}^{\text {wave }}$. Limit $R \rightarrow 0$ : point source.
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Objective : recover $x_{0}^{*}$, the true source position, given sensor data w.r.t. $u(x, t)$.

## Localization of point sources

Truncated kernel for $v_{0}$, around $x_{0} \in \mathbb{R}^{3}$, radius $R$ :

$$
\begin{array}{r}
k_{v}^{R}\left(x, x^{\prime}\right)=k_{v}\left(x, x^{\prime}\right) \frac{\mathbb{1}_{B\left(x_{0}, R\right)}(x)}{4 \pi R^{3} / 3} \frac{\mathbb{1}_{B\left(x_{0}, R\right)}}{4 \pi R^{3} / 3} \\
k_{v}^{\text {wave }}\left((x, t),\left(x^{\prime}, t^{\prime}\right)\right)=\left[\left(F_{t} \otimes F_{t^{\prime}}\right) * k_{v}^{R}\right]\left(x, x^{\prime}\right)
\end{array}
$$

$\left(x_{0}, R, c\right)$ are hyperparameters of $k_{V}^{\text {wave }}$. Limit $R \rightarrow 0$ : point source.
Objective : recover $x_{0}^{*}$, the true source position, given sensor data w.r.t. $u(x, t)$.Suppose that all the hyperparameters are set to the correct value except $x_{0}$. Solve :

$$
x_{0}^{*}=\underset{x_{0} \in \mathbb{R}^{3}}{\arg \min } u_{o b s}^{T}\left(K_{x_{0}}+\lambda I\right)^{-1} u_{o b s}+\log \operatorname{det}\left(K_{x_{0}}+\lambda I\right)=: L\left(x_{0}\right)
$$

## Minimize negative marginal likelihood $\equiv$ GPS localization
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Test case : $v_{0}$ only : use $k_{v}^{\text {wave }}$ for GPR ; Matérn kernel for $k_{v}$.

$$
\left\{\begin{array}{l}
u_{0}(x)=0 \\
v_{0}(x)=A \mathbb{1}_{\left[R_{1}, R_{2}\right]}\left(\left|x-x_{0}\right|\right)\left(1+\cos \left(\frac{2 \pi\left(\left|x-x_{0}\right|-\frac{R_{1}+R_{2}}{2}\right)}{R_{2}-R_{1}}\right)\right)
\end{array}\right.
$$
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Test case : $v_{0}$ only : use $k_{v}^{\text {wave }}$ for GPR ; Matérn kernel for $k_{v}$.

$$
\left\{\begin{array}{l}
u_{0}(x)=0 \\
v_{0}(x)=A \mathbb{1}_{\left[R_{1}, R_{2}\right]}\left(\left|x-x_{0}\right|\right)\left(1+\cos \left(\frac{2 \pi\left(\left|x-x_{0}\right|-\frac{R_{1}+R_{2}}{2}\right)}{R_{2}-R_{1}}\right)\right)
\end{array}\right.
$$

$\longrightarrow$ Simulate numerically the corresponding solution $u(x, t)$.
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## Initial condition reconstruction

- Kriging data : $B=\left\{u\left(x_{i}, t_{j}\right), 1 \leq i \leq N_{C}, 1 \leq j \leq N_{T}\right\}$ + noisy data
- $N_{C}=30$ sensors scattered over $[0,1]^{3}$ (Latin hypercube), $N_{T}=75$.


Goals $\longrightarrow$ Physical parameter estimation/recovery : $\left(x_{0}, R, c\right)$
$\longrightarrow$ initial condition reconstruction

## Physical parameter recovery

## Perform Log-marginal likelihood maximization with

$$
\theta=\left(c, R, x_{0}, \theta_{\text {matern }}\right)
$$

## Physical parameter recovery

Perform Log-marginal likelihood maximization with

$$
\theta=\left(c, R, x_{0}, \theta_{\text {matern }}\right)
$$

Example for $\left|c-c^{*}\right|$ :


## Initial condition reconstruction
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\|f\|_{H^{1}}^{2}:=\int_{\mathcal{D}} f(x)^{2} d x+\int_{\mathcal{D}}|\nabla f(x)|^{2} d x
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## Future perspectives: Sobolev regularity of GPs

Natural generalization of distributional formulation of PDEs : replace $C_{c}^{\infty}(\mathcal{D})$ with larger space of test functions, e.g. $H^{1}(\mathcal{D})$.
$\rightarrow$ variational/weak formulation
Natural regularity: Sobolev $\rightarrow H^{1}(\mathcal{D}), W^{m, p}(\mathcal{D}) \ldots$

$$
\|f\|_{H^{1}}^{2}:=\int_{\mathcal{D}} f(x)^{2} d x+\int_{\mathcal{D}}|\nabla f(x)|^{2} d x
$$

Natural interpretation of Sobolev norms : energy, energy balance,... Tackle physics problems with GP modelling :
$\rightarrow$ identify GPs whose sample paths enjoy a specified form of Sobolev regularity
$\rightarrow$ how to control their Sobolev norm?
$\rightarrow$ obtain posterior convergence rates in Sobolev norm...
$\rightarrow$ see H. [2022]
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- random fields under linear differential constraints: solutions in the distributional sense.
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## Some conclusions

- random fields under linear differential constraints: solutions in the distributional sense.
- GP modelling for the wave equation : formulas for $k_{u}^{\text {wave }}$ and $k_{v}^{\text {wave }}$.
- Inverse problem approach : numerical experiments.
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## "Explicit" formulas for $\left(F_{t} \otimes F_{t^{\prime}}\right) * k_{v}$ and $\left(\dot{F}_{t} \otimes \dot{F}_{t^{\prime}}\right) * k_{u}$

More explicitly,

$$
\begin{aligned}
& {\left[\left(F_{t} \otimes F_{t^{\prime}}\right) * k_{v}\right]\left(x, x^{\prime}\right)} \\
& \quad=t t^{\prime} \int_{S(0,1) \times S(0,1)} k_{v}\left(x-c t \gamma, x^{\prime}-c t^{\prime} \gamma^{\prime}\right) \frac{d \Omega d \Omega^{\prime}}{(4 \pi)^{2}} \\
& \begin{aligned}
& {\left[\left(\dot{F}_{t} \otimes \dot{F}_{t^{\prime}}\right) * k_{u}\right]\left(x, x^{\prime}\right)=\int_{S(0,1) \times S(0,1)}\left(k_{u}\left(x-c t \gamma, x^{\prime}-c t^{\prime} \gamma^{\prime}\right)\right.} \\
&-c t \nabla_{1} k_{u}\left(x-c t \gamma, x^{\prime}-c t^{\prime} \gamma^{\prime}\right) \cdot \gamma \\
&-c t^{\prime} \nabla_{2} k_{u}\left(x-c t \gamma, x^{\prime}-c t^{\prime} \gamma^{\prime}\right) \cdot \gamma^{\prime} \\
&\left.+c^{2} t t^{\prime} \gamma^{T} \nabla_{1} \nabla_{2} k_{u}\left(x-c t \gamma, x^{\prime}-c t^{\prime} \gamma^{\prime}\right) \gamma^{\prime}\right) \frac{d \Omega d \Omega^{\prime}}{(4 \pi)^{2}}
\end{aligned}
\end{aligned}
$$

## Radial symmetry formulas

$$
\begin{aligned}
k_{\mathrm{v}}^{\text {wave }}\left(z, z^{\prime}\right) & =\frac{\operatorname{sgn}\left(t t^{\prime}\right)}{16 c^{2} r r^{\prime}} \sum_{\varepsilon, \varepsilon^{\prime} \in\{-1,1\}} \varepsilon \varepsilon^{\prime} K_{\mathrm{v}}\left((r+\varepsilon c t)^{2},\left(r^{\prime}+\varepsilon^{\prime} c\left|t^{\prime}\right|\right)^{2}\right) \\
k_{\mathrm{u}}^{\operatorname{wave}}\left(z, z^{\prime}\right) & = \\
& \left.\frac{1}{4 r r^{\prime}} \sum_{\varepsilon, \varepsilon^{\prime} \in\{-1,1\}}(r+\varepsilon c t)\left(r^{\prime}+\varepsilon^{\prime} c\left|t^{\prime}\right|\right)\right)_{u}^{0}\left((r+\varepsilon c t)^{2},\left(r^{\prime}+\varepsilon^{\prime} c\left|t^{\prime}\right|\right)^{2}\right)
\end{aligned}
$$

